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One of the problems Classical Electrodynamics tries to solve is that to integrate the system of
Maxwell’s equations (1865), that is to obtain an analytical expression which would allow to calculate
the electrical and magnetic fields given the distributions of charge and current.

NOTATION

In the next pages, we will use the following nota-
tion:

• ∇ ≡ (∂x, ∂y, ∂z), where ∂i indicates the partial
derivative with respect of the i-th component;

• Given a scalar field, its gradient will be indi-
cated as ∇ϕ ≡ gradϕ;

• Given a vector field F, we will write its diver-
gence and curl respectively ∇ · F ≡ divF and
∇ ∧ F ≡ curlF;

• The Laplace operator will be indicated as ∇2;

• Given a set Ω, its boundary will be indicated
as ∂Ω.

In the next pages, we will use the so called indi-
cial notation, in order to facilitate the execution of
particular calculations, and the Einstein summation
convention (which is to sum when an index variable
appears twice in a single term over all possible val-
ues of the index). By virtue of this notation, any
vector ({ei} is an orthonormal basis, in particular
ei · ej = δij):

a =
∑
i

aiei (.1)

will be written in Einstein notation as

a = aiei (.2)

The inner product among two vectors will be written
as

a · b = (aiei) · (bjej) =

= aibjei · ej =

= aibjδij =

= aibi (.3)
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while the cross product will be written as

a ∧ b = εijkajbkei (.4)

where εijk is the Levi-Civita symbol, defined by

εijk =


1 if (i, j, k) = {(1, 2, 3), (2, 3, 1), (3, 1, 2)}
0 if i = j or j = k or k = i

−1 if (i, j, k) = {(1, 3, 2), (3, 2, 1), (2, 1, 3)}
(.5)

For what concerns differential operators, we have

• Gradient: ∇ϕ = ∂iϕei;

• Divergence: ∇ · F = ∂iFi;

• Curl: ∇× F = εijk∂jFkei;

• Laplacian: ∇2ϕ = ∂i∂iϕ.

I. PRELIMINARY DEFINITIONS

Theorem 1 (Gauss-Green).
Suppose Ω is a subset of Rn which is compact and
has a piecewise smooth boundary S = ∂Ω. If F :
Ω → Rn is a continuously differentiable vector field
defined on a neighborhood of Ω, then we have∫

Ω

(∇ · F)dV =

∮
∂V

(F · n)dS (I.1)

Theorem 2 (Curl).
Suppose Ω is a subset of Rn which is compact and
has a piecewise smooth boundary. Let F : Ω → Rn

be a continuously differentiable vector field defined
on a neighborhood of Ω. If ϕ : Ω → R is a continu-
ously differentiable vector field such that F = −∇ϕ,
then the field F is said to be irrotational, that is
∇ ∧ F = 0.

Proof.
In index notation, we have

(∇× F)i = εijk∂jFk Fk = −∂kϕ



Substitution of the second relation into the first one
gives

(∇× F)i = −εijk∂j∂kϕ (I.2)

Since the derivatives are commutative, it follows
that ∂j∂k is a symmetric tensor in the indices j, k.
On the other side, εijk is completely antisymmetric.
Then we will have, for all i = 1, 2, 3:

(∇× F)i = −εijk∂j∂kϕ = 0 (I.3)

Proposition 1.
Let a,b, c three vectors. Then the following identity
holds:

a× (b× c) = (a · c)b− (a · b)c (I.4)

Proof.
Let us use again the index notation:

(a× (b× c))i = εijkajεklmblcm = εijkεklmajblcm
(I.5)

Observing that εklm = εlmk (even permutation) and
using the identity εijkεlmk = δilδjk − δimδlj , we can
write

= (δilδjm − δimδlj)ajblcm = δilδjmajblcm

− δimδljajblcm =

= biajcj − ciajbj = (a · c)bi − (a · b)ci (I.6)

From this identity, it follows that ∇× (∇×F) =
∇(∇ · F)−∇2F, in fact

(∇× (∇× F)i = εijk∂jεklm∂lFm =

= εijkεlmk∂j∂lFm =

= (δilδjm − δimδjl)∂j∂lFm =

= ∂j∂iFj − ∂j∂jFi =

= ∂i∂jFj − ∂j∂jFi =

= (∇(∇ · F))i −∇2Fi (I.7)

II. RETARDED POTENTIALS

Maxwell’s equations are a system of four partial
differential equations:

∇ ·E =
ρ

ε0
∇ ·B = 0

∇×E = −∂B
∂t

∇×B = µ0J +
1

c2
∂E

∂t
(II.1)

where

• E and B are respectively the electric field and
magnetic field;

• ρ and J are respectively the density of free
charge and the density of free current;

• ε0 and µ0 are respectively the electric permit-
tivity and magnetic permittivity in vacuum;

• c = 1/
√
ε0µ0 is the velocity of light in vacuum.

The first equation and the third equation link
the fields to the respective sources (inhomogeneous
equations), while the other two are homogeneous.
In order to solve the equations, we first try to decou-
ple them: by taking the curl of the third equation
and using the identity (1.1.9) we obtain

∇× (∇×E) = ∇(∇ ·E)−∇2E =

= ∇×
(
∂B

∂t

)
=

∂

∂t
(∇×B) (II.2)

Substitution the expressions for the divergence of E
and for the curl of B by means of Maxwell’s equa-
tions gives

∇2E− 1

c2
∂2E

∂t2
=

1

ε0c2
∂J

∂t
+ ∇ ρ

ε0
(II.3)

In this equation we recognize the typical form of the
wave equation with a source term. An analogous
algebra leads to obtain a similar equation for the
magnetic field:

∇2B− 1

c2
∂2B

∂t2
= − 1

ε0c2
∇× J (II.4)

Although the equations for the fields are now decou-
pled, they are difficult to solve, because the source
terms are complicated since they depend on the ac-
celeration of them. Therefore, it is preferred to solve
the equations in terms of the fields’ potentials.
Since ∇ ·B = 0, we can write the magnetic field as
the curl of a vector field A, called vector potential :

B = ∇×A (II.5)

By substitution into the expression for the curl of
the electric field, we find:

∇×E = − ∂

∂t
(∇×A) = −∇× ∂A

∂t

from which it follows

∇×
(
E +

∂A

∂t

)
= 0
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since that the vector in parenthesis has curl zero, it
can be written as the gradient, with opposite sign, of
a scalar field ϕ, called scalar potential. Ultimately,
we have expressed the fields E and B as functions of
the vector and scalar potentials:

B = ∇×A

E = −∇ϕ− ∂A

∂t
(II.6)

Putting this expressions in the inhomogeneous equa-
tions, we obtain:

∇2ϕ+
∂

∂t
∇ ·A = − ρ

ε0

∇2A−∇(∇×A)− 1

c2
∂

∂t
∇ϕ− 1

c2
∂2A

∂t2
= − J

ε0c2

(II.7)

Even this equations seem to be quite complicated,
but it is always possible, given the potentials, to
effectuate a gauge transformation:A −→ A′ = A + ∇Λ

ϕ −→ ϕ′ = ϕ− ∂Λ

∂t

(II.8)

where Λ ≡ Λ(x, t) is an arbitrary scalar function of
the coordinates and time. The fields are invariant
under gauge transformations. As a matter of fact,
we have

B′ = ∇×A′ = ∇×(A+∇Λ) = ∇×A = B (II.9)

since the curl of a gradient is always zero. For the
electric field we have instead:

E′ = −∇ϕ′ − ∂A′

∂t
= −∇ϕ+ ∇∂Λ

∂t
− ∂A

∂t
− ∂∇Λ

∂t
=

= −∇ϕ− ∂A

∂t
= E (II.10)

since, by virtue of the commutativity of derivatives,
∂t∇Λ = ∇∂tΛ.
In our case, we will use the Lorenz’s gauge, that is
to choose Λ in order to have

∇ ·A = − 1

c2
∂ϕ

∂t
(II.11)

Using Lorenz’s gauge, equations (1.1.18) will decou-
ple:

∇2ϕ− 1

c2
∂2ϕ

∂t2
= − ρ

ε0
(II.12)

∇2A− 1

c2
∂2A

∂t2
= − J

ε0c2
(II.13)

This time, the wave equations present a simpler
source term and therefore the solution is easier. The
form of the equations is

∇2ψ(x, t)− 1

c2
∂2

∂t2
ψ(x, t) = −S(x, t) (II.14)

In order to solve this equation, we use the superpo-
sition principle by decomposing the source S as a
sum of point sources placed in x0, that is

S(x, t) =

∫
S(x0, t)δ

3(x− x0) d3x0 (II.15)

where δ3(x−x0) = δ(x−x0)δ(y−y0)δ(z−z0) is the
three-dimensional generalization of Dirac’s delta.
Now we will search for a funtion ψx0

(called Green
functions or fundamental solution) which solves the
equation

∇2ψx0(x, t)− 1

c2
∂2

∂t2
ψx0(x, t) = −S(x0, t)δ

3(x− x0)

(II.16)
while the solution for the full equation will be given
by

ψ(x, t) =

∫
ψx0

(x0, t) d3x0 (II.17)

For 6= x0 there is no source and the equation is ho-
mogeneous. Searching for solutions with spherical
simmetry, we obtain, setting r = |x− x0|:

ψx0
=
f(t− r/c)

r
+
g(t+ r/c)

r
(II.18)

The causality principle, thought, provides the con-
strain that the waves are outgoing from the sources
(moreover, it has little physical sense to talk about
waves that come from infinity to the source), then
our solution and its gradient will respectively be:

ψx0
=
f(t− r/c)

r

∇ψx0
= −f(t− r/c)

r2
− 1

c

f ′(t− r/c)
r

(II.19)

We integrate now equation (1.3.16) over a sphere of
radius R and centre in x0 and substitute the expres-
sion just found for the gradient of ψx0

:∫
BR(x0)

∇ ·
[
− f
r2
− 1

c

f ′

r

]
d3x− 1

c2

∫
BR(x0)

f ′′

r
d3x =

= −
∫
BR(x0)

S(x0, t)δ
3(x− x0) d3x (II.20)
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For R→ 0, we note that the second term of the left
side tends to zero when integrated over the sphere.
Applying Gauss theorem to the first integral we ob-
tain∫
BR(x0)

∇·
[
− f
r2
− 1

c

f ′

r

]
d3x = 4πR2

[
− f

R2
− 1

c

f ′

R

]
(II.21)

Therefore in the limit R → 0 we remain with only
the first term. Then we find the following equality:

−4πf = −S(x0, t) =⇒ f(t) =
S(x0, t)

4π
(II.22)

The boundary condition for r → 0 is

ψx0 =
f(t)

r
=
S(x0, t)

4πr
(II.23)

from which we have

ψx0
(r, t) =

S(x0, t− r/c)
4πr

(II.24)

We note that it appears a retarded time trit = t−r/c
in the argument of the source. Having solved the
equation for a point source, we need just to integrate
over x0 in order to find the full solution:

ψ(x, t) =

∫
S(x0, t− |x−x0|

c )

4πr
d3x0 (II.25)

The solutions to Maxwell’s equations (the retarded
potentials) are therefore given by

A(x, t) =
1

4πε0c2

∫
J(x0, t− |x−x0|

c )

|x− x0|
d3x0

ϕ(x, t) =
1

4πε0

∫
ρ(x0, t− |x−x0|

c )

|x− x0|
d3x0

(II.26)

The fields are obviously related to the potentials by
the equations

E(x, t) = −∇ϕ(x, t)− ∂

∂t
A(x, t)

B(x, t) = ∇×A(x, t) (II.27)

III. MULTIPOLES EXPANSION

After having found the expressions for the re-
tarded potentials, a reflection about the retarded

time t − r/c is due. Let us consider a given dis-
tribution of charge and current, namely ρ,J; let
x′ ≡ (x′, y′, z′) the coordinates of a point inside the
source. We now want to evaluate the potentials at
r ≡ (x, y, z) (let d be the characteristic dimension of
the source). In the electrostatic treatment, we con-
sidered points placed at a distance r such that r � d
and expanded the electrostatic potential in series of
1/|r − x′|. In this case, the term |r − x′| appears
also in the argument of the source, and this com-
plicates the evaluation. Let us consider for example
the vector potential:

A(r, t) =
1

4πε0c2

∫
J(x′, t− |r− x′|/c)

|r− x′|
d3x′

(III.1)
In the hypothesis d� r, we can approximate
1/|r− x′| ' 1/r, obtaining

A(r, t) ' 1

4πε0c2r

∫
J(x′, t−|r−x′|/c)d3x′ (III.2)

Now we need to find some conditions for which it is
possible to expand the retarded time; the condition
that is found is (we omit the calculations) d/λ� 1,
where λ is the wavelenght of the produced wave.
Therefore, in the hypothesis d � r, d � λ it is pos-
sible to expand J:

J(x′, t− |r− x′|/c) '

' J(x′, t− r/c) +
x′ · r
cr

∂J

∂t
(x′, t− r/c) + · · ·

(III.3)

obtaining then the following expression for A:

A(r, t) ' A1 + A2 =

=
1

4πε0c2
1

r

∫
J(x′, t− r/c)d3x+

+
1

4πε0c2
1

r

∫
x′ · r
cr

∂J

∂t
(x′, t− r/c)d3x′ (III.4)

Let us briefly examine the term A1, which represents
the vector potential in electric dipole approximation.
From the identity

J = ∇′ · (x′ ∧ J)− x′∇′ · J (III.5)

where ∇′ = (∂x′ , ∂y′ , ∂z′), we have∫
J d3x′ =

∫
∇′ · (x′ ∧ J)d3x′ −

∫
x′∇′ · Jd3x′

(III.6)
By applying Gauss theorem, the first term of the
right side becomes a flux term that cancels out by
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choosing a surface that contains the entire distri-
bution of current; the second term can be written,
using the continuity equation, as:

∫
Jd3x′ = −

∫
x′∇′ · Jd3x′ =

∫
x′
∂ρ

∂t
d3x′ =

=
d

dt

∫
x′ρ d3x′ = ṗ (III.7)

where p is the electric dipole moment of the distri-
bution of the sources. Therefore we obtain

A1(r, t) =
1

4πε0c2
ṗ(t− r/c)

r
(III.8)

The relative scalar potential can be calculated from
Lorenz’s gauge:

1

c2
∂ϕ1

∂t
= ∇·A1 =⇒ ϕ1(r, t) =

1

4πε0

r ·
[
p + r

c ṗ
]
t− r

c

r3

(III.9)

A. Expressions for the fields

From the expressions that relate the fields to the
potential we immediately have

B1 = ∇×A1 =
1

4πε0c2

[
ṗ + r

c p̈
]
t− r

c

× r

r3

E1 = −∇ϕ1 −
∂A1

∂t
=

= − 1

4πε0r3

[
p∗ − 3

p∗ · r
r2︸ ︷︷ ︸

close field

− 1

c2
(p̈t−r/c × r)× r

]
︸ ︷︷ ︸

radiation field
(III.10)

where p∗ = p(t − r/c) + r
c ṗ(t − r/c). All we

have discussed until this point holds in the limits
d/r � 1, d/λ � 1. The parameter r/λ is left to
discuss; according to the values that this parame-
ter takes, we can distinguish two zones: r/λ � 1,
close field zone. The fields are proportional to 1/r2

and depend on the velocity of the sources; r/λ� 1,
radiation field zone. The fields are proportional to
1/r and depend on the acceleration of the sources.
In conclusion, the retarded time t − r/c that ap-
pears in the solution of D’Alembert equation slightly
complicated the evaluation of the multipoles expan-
sion compared to the electrostatic case, where the
equation to solve was Poisson’s equation only for
the scalar potential.
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